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Ladies and gentlemen, colleagues,

When we talk about using artificial intelligence in parliament, we are talking about a
particularly sensitive location.

Parliament is not the same as a school class having an Al bot generate an essay on
Charlemagne for fun. No, Al in parliament means Al at the heart of democracy.

It’s therefore all the more important that we very sensitively, precisely and critically
interrogate the potential for using AI in parliament. I want to differentiate here
between different spheres of possible use.

One is the sphere of the individual Member. Many possibilities arise here, but so do
many risks and critical issues relating to political integrity and responsibility. Using
artificial intelligent for office organisation is certainly less politically critical than using
it in the drafting of speeches or articles published under the Member’s name.

It’s a broad field on which there’s much to be said. But since using Al in the exercise of
a parliamentary mandate is not the main topic of our ASGP discussion today, I want to
look just at two other areas that parliamentary administrations classically deal with.

The first is the organisation of parliament;
the second is content-related support to the work of parliament.
In these areas too, things are going to get very interesting.

An astonishing study by a group of researchers collaborating with the parliaments of
Greece and Argentina identified more than 210 possible uses for Al within parliaments.
Classically, these involved organisational services. The organisation of the car pool
could be optimised, for instance. Rooms and staffing schedules could be administrated
and organised better. Visitor services could be made more effective, as could the
control of heating and ventilation systems.

And right there, in that parallel I just drew between visitors and heating systems, we
already hit a first and entirely crucial point of conflict. Is it really desirable, or even
ethically defensible, to subject streams of visitors and flows of hot water to the same
kind of analysis, treatment and controls?

Does it change the content-related, political integrity of a parliament if algorithms
increasingly supply the information on which decisions are based, and even take
decisions? What role are we actually conceding to algorithms in the work of a
parliament?

One of the German Bundestag’s most important tenets is transparency. It’s not only
embodied in the glass architecture of its most important buildings; it’s also an essential
condition of the legislative process.

More and more committee meetings and hearings are held publicly and broadcast
online.

But what is it they are discussing? Can members of the public — and not least Members
of the Bundestag — tell whether the texts being negotiated were produced with the aid
of AI?



And how did the subject of the meeting actually come about? Who did which parts of
the preparatory work?

With regard to interest groups and lobbying, the Bundestag has made a great advance
in recent years and documented thousands of data on registered lobbying
organisations, with contact and financial details, in its own database.

It would be vastly more difficult to maintain such a record of the influence of artificial
intelligence on a legislative bill. Did the parliament’s research services have people or
a machine work on the report that a Member or a committee requested? And if they
did use AI, with what criteria and in what research environment did that machine
operate? What did it find out; what did it leave out?

Above all though, did it do all this impartially and from a neutral standpoint, as befits
analysis conducted by research services?

As we've seen, the question of whether and how to use Al affects many areas of a
parliament’s administration. I'm entirely convinced that Al can and unavoidably will
radically change our work in many respects, both in administrative matters and in the
deliberation process. Whether it will be used is, in my view, a largely rhetorical
question. Sooner or later, it will be hard to imagine doing without AI in our everyday
parliamentary work. AI can and will make our work easier and more efficient. But we
must not close our eyes to the risks.

I believe we ultimately need a kind of code, an ethical framework for the development
and use of Al for parliamentary purposes.

How can humanity maintain autonomy; how can we maintain control? Who is
responsible for which step of the work; who directs the processes? How do we render
the use of Al visible; how do we make it transparent and traceable for the electorate?

If we don’t take care of those questions, we run the risk of greatly harming our
respective parliamentary systems — both the systems themselves and their legitimacy
in the eyes of the public.

The question of human autonomy that arises and must be answered in connection with
Al is all the more pressing in a liberal democratic parliament. This is where the wishes,
debates and initiatives of the nation as a whole find expression. Any Al operating at
that delicate intersection must be subjected to detailed scrutiny.

As certain as I am that Al can usefully and effectively support the work of parliaments,
I'm just as certain that we need some kind of parliamentary oversight over the Al
operating within our parliaments.

What we need to figure out is how to make sure that Al systems are set up and used in
alignment with the parliamentary rules.

These strategic considerations must form the basis of even the very first steps. A
reliable framework with legal certainty, which openly acknowledges risks and involves
all stakeholders, is indispensable.



Ladies and gentlemen, it was particularly important to me to talk about this subject
today — not because I wanted to proudly present progress and solutions we have
already achieved at the German Bundestag, but because I wanted to share with you the
questions and challenges currently occupying us at the Bundestag.

Indeed, we are still very much in the early stages and slowly finding our way. For a few
months now, we have had a special project group within our administration working
on the use of Al technologies in the German Bundestag. Our aim is to identify cases
where it might be used and develop tools for managers and teams, to prepare the
ground for projects on the use of Al in the legislative process and parliamentary
administration. In some areas, such as the production of minutes and press round-ups,
we have already started trialling specific Al applications. But the more you get into the
subject matter, the more complex the questions that arise.

That’s exactly why I was and am so grateful that this important topic has such a
prominent place on our conference agenda. No other topic has so much potential to
change our parliaments. And to ensure that we steer things in the right direction and
remain in control of developments at all times, close international dialogue that
transcends parliamentary boundaries is so important in this field.

I therefore look forward to an interesting, enlightening and continuous dialogue on
artificial intelligence in our parliaments.

Many thanks for your attention.



